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Who is MGS, Inc.

Software Engineering Product Development and Software Engineering, Product Development and 
Professional Services firm founded in 1986

 We solve business problems with: Products, p ,
Professional Services, and Software Engineering 
Services on ClearPath MCP, Windows, and UNIX 
platformsplatforms.



MGS Professional Services

 IT Management and Planning  
 Capacity Planning and Management
 Consulting and Technical Services including 

Performance Management and Hardware-
Software-Network Integration

 Application Development Services including Application Development Services including 
Java/J2EE development and platform re-
hosting

 Training Services
 Testing Consultation



MGS Expertisep
 Principals average over 30 years industry 

iexperience
 Junior staff  - minimum 5 years experience

50% of experience is Unisys MCP systems 50% of experience is Unisys MCP systems
 Remainder is PC and Servers: Windows™, 

C, Java, Delphi 
 Expanded expertise on Windows and UNIX
 Staff and expertise expand as business 

d di t tneeds dictate



MGS Software Products

 MGSWeb Web Services Software MGSWeb Web Services Software
 SightLine™ Performance Analyzer,  Capacity 

Manager & Workload Analyzer for ClearPath MCP
 C.A.T.T. And CATTSecured Term. Emulation
 HVFAX High Volume Facsimile Delivery System
 File Manager for ClearPath MCP (FMA)
 DELIVER Data Delivery Facility
 RETRIEVE
 CheckOutXP and CheckOutPC PC monitors



MGS’ interest in testingg

 As a product developer and maintainer, 
testing is key to minimizing  bugs, improving 
customer satisfaction, and controlling 
maintenance and customer support costsmaintenance and customer support costs

 As a software engineering team, testing 
insures delivery of a correct and reliable 

fsolution, and customer satisfaction
 As a professional services provider, we 

support clients in Integration and Functionalsupport clients in Integration and Functional 
Quality Testing (IFQT) and Independent 
Validation and Verification (IV&V)

 It makes good business sense



Why test programs and systems?y p g y

 To insure that services will be provided to 
end users as effectively and efficiently and 
with as little disruption to their work flow as 
possible?possible?

 To prove that the program logic is correct?

 For regulatory compliance and to minimize 
l l li bilit ?legal liability?

Because we were told to do so? Because we were told to do so?



Why isn’t testing usually done well?y g y

 Testing is usually complex and often difficult -
on-line environments are particularly complex 
to test
Testing is not fun like designing and Testing is not fun like designing and 
programming

 Even when we test everything there are still  
problems in production    (frustrating to 
testers)
Management pressure to implement NOW! Management pressure to implement NOW!

 Lack of structure and organization



Testing is a survival requirement.g q

 Rigorous, reproducible, regression testing 
coupled with thorough functional testing is the 
best way to insure program changes are 
correct and nothing was broken in the changecorrect and nothing was broken in the change 
process.

 Otherwise code gets debugged in production 
with end users bearing a high cost in lost 
productivityproductivity.



What do we need?

 Test Strategy
 Test Plans
 Test Budget
 Test Staff
 Test Tools

Structure, Organization, Commitment



Test Strategygy

 Test Types/Levels
 Roles and Responsibilities
 Test Requirements
 Risk Assessment
 Testing Tools
 Regression Test Approach

Test Management Structure Test Management Structure
• Test Scheduling
• Test Priorities
• Test Status Collections and Reporting• Test Status Collections and Reporting
• Test Records Maintenance

 Requirements Traceability Matrix
Test Summary Reporting Test Summary Reporting



IEEE 829 Test Plan StructureIEEE 829 Test Plan Structure
 Introduction

T t it Test items
 Features to be tested
 Features not to be tested
 Approach
 Item pass/fail criteria
 Suspension criteria and resumption 

i trequirements
 Test deliverable
 Testing tasks

E i t l d Environmental needs
 Responsibilities
 Staffing and training needs
 Schedule
 Risks and contingencies
 Approvals



Ideal Testing Structureg

 Unit Test
 Programmer tests functionality (White Box Test)
 Objective is to test all code paths (find 75% of bugs)

 Integration Test Integration Test
 Development Test Team tests functionality of interacting 

programs and platforms
 Regression Test to verify code not broken Regression Test to verify code not broken

 System/QA Test
 Independent Test Team tests all functionality and 

boundary conditions (Black Box Test)boundary conditions (Black Box Test)
 Prove SYSTEM performs to user 

requirements/expectations



Testing Challengesg g

 Creating the test environment [on-line most 
difficult] - transactions and databases.

 Maintaining the test environment
 Updating / restoring databases and supporting Updating / restoring databases and supporting 

applications
 Modifying, updating, and creating test transactions

Executing end to end testing Executing end-to-end testing
 Analyzing test results

 screen outputsp
 database, file, and report changes



Testing Cycle – Application Changesg y pp g

1. Establish original test environment (DB, transactions, etc)1. Establish original test environment (DB, transactions, etc)
2. Run Baseline test and save the results
3. Restore the original environment
4 R t t difi d ( ) d lt4. Run test on modified program(s) and save results
5. Analyze and compare the results (techniques differ with 

objectives: regression test, conversion, new functionality, 
li ti )new application)

6. Document and report test results
7. Correct program logic or configuration
8. Repeat starting at step 3 until correct results achieved 



MGS Testing Opportunitiesg pp

 Infrastructure Software –Infrastructure Software 
MGSWeb
Requires multi-platform testbedq p
Custom test tools

 System Monitoring Software –System Monitoring Software 
SightLine
Requires single and multi-platform q g p

testbeds
Custom test tools



More Testing Opportunitiesg pp

 Utility Software – DELIVER,Utility Software DELIVER, 
RETRIEVE, FMA, C.A.T.T.
Need multiple platform test bed p p
Need custom test data and programs

 Encryption software –Encryption software 
CATTSecured
Need multiple platformsp p
Need custom test programs and data



Application Testing Opportunitiespp g pp

 Message Control System change Message Control System change 
to COMS
Year 2000 Changes Validation Year 2000 Changes Validation

 Application Regression Testing
 New Application Testing
 System Update Testingy p g
NEEDED BETTER TEST TOOLS



MGS Application Testing Objectivespp g j

 Automate Testing of On-Line Transaction 
Processing Programs at the Host system

 Automate On-Line Test Result Evaluation
V lid t O t t Fil d R t C t t Validate Output File and Report Contents

 Validate Database Update Results
 Generate Screen Edit Test Transactions Generate Screen Edit Test Transactions
 Provide External Test Drivers and End-Point 

Monitors as needed



Requirements for Automated Testingq g
 Test database(s) - subset of production data
 Test transactions - on-line from COMS 

TTRAIL, batch from input file copies
Ability to view and modify transactions and to Ability to view and modify transactions and to 
create transactions

 Capability to initiate and monitor a non-
interfering test

 Ability to review results using automated tools
C bilit t d t t Capability to reproduce test runs



Proof of Correctness System (PCS)y ( )

 Local Terminal Emulator (LTE) facility for on-
line testing and screen results evaluation

PCS COMPARE f ilit f fil d t PCS COMPARE facility for file update 
validation

 Edit Test Generator for editing logic stress 
testing

ALL MCP BASED



PCS Local Terminal Emulator

 Transaction Capture
 Transaction Modification
 Transaction Creation
 Transaction Replay
 Response Capture

Res lt Comparison (LTE COMPARE) Result Comparison (LTE COMPARE)
 Tests run interactively or in Batch mode -

including Result Comparisong p



PCS Local Terminal Emulator

On-Line Programs under test
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PCS  LTE Utilityy

Screen Fields Map File

PCS 
Updated  Trans. 

File

Transaction  File LTE

Utility



PCS LTE Utility Functionsy



PCS LTE Utility TCODE Functiony



PCS LTE Utility Transaction Viewy



PCS LTE Transaction Modification



PCS  LTE Comparep

Transactions

I i O

Orig. Response File
PCS  LTE 
C

Interactive Output

Test Response File

Compare 
Program

VDT

Report
Batch 
RunRun



PCS LTE Compare Interactive Outputp p
 Show only error results

 Show the transaction
 Show the screen results (write to page 1 and page 

2)
 Toggle pages to see differences

 Show the status line results (write to page 1 and 2)
 Toggle pages to see differencesgg p g

 Show statistics of results file comparison
 Create an optional ErrorFile for future review
 Batch execution as part of a test package 

permits saving files & results for future review



PCS LTE Compare Setupp p



PCS LTE Compare Functionsp



PCS LTE Compare Error Noticep



PCS LTE Compare Error Transactionp



PCS LTE Compare Result 1p



PCS LTE Compare Result 2p



PCS LTE Compare Summaryp y



PCS COMPARE

 Provides data update validationp
 Database Compare
 Data File CompareData File Compare
 Printer File Compare
 Record Field Masking Record Field Masking
 Date Field Masking



PCS DBCompare Programp g

 Generates programs to dump p g p
databases (updated structures only) to 
be compared

 Creates WFL to run the dump 
programs

 Creates WFL to run PCS/FileCompare 
to compare the dumped files



PCS  Compare Facilityp y

Orig. Data File

PCS 
Fil CTest Data File FileCompare

Program
Report

Param file



PCS Edit Transaction Generator

 Creates Error Transactions to stress 
test edit routines in on-line programs
 Describe Input Field Edit Specifications

G t LTE i t t ti fil Generate LTE input transaction files
 Run LTE and inspect Response File for errors
 Can also generate English descriptions of field Can also generate English descriptions of field 

editing rules



PCS  Edit Transaction Generator

Edit Specs. File

PCS 
LTE Trans. File

Good Transaction  File Edit Trans.

Generator



PCS Features
 Rigorous, Reproducible Environment for on-

li i t tiline regression testing
 Transaction Capture and Replay
 Transaction Modification and Creation
 Transaction Date Modifications for Year 2000 

Testing

S t O i d U it T ti Supports Organized Unit Testing 
 Automated On-Line Results Comparison

Data File and Database update validation Data File and Database update validation
 Date Field Masking
 Screen Edit Logic Stress Testing Screen Edit Logic Stress Testing



PCS Benefits

 More thorough testing
 Validated accurate test results
 Rigorous, reproducible tests possible
 Reduced time for thorough testing Reduced time for thorough testing
 Reduced manpower costs to test
 More reliable information processing More reliable information processing 

results



PCS Evolution

 Improved automation of on-line testing
 Additional flexibility in transaction capture
 Structuring for batch execution of on-line 

t ttests
 Organize test <packages> under PCSDATA 

directory structuredirectory structure
 Implementation of batch execution and 

results comparisons of on-line tests
 Ability for QA staff to save test <packages> 

and restore results for future developer 
reviewreview



Successful Test Program Keysg y

 Corporate CommitmentCorporate Commitment
 Test Strategy

Budget Budget
 Formal Test Plans
 Test Tools
 Trained & Experienced Staff Trained & Experienced Staff



QUESTIONS ???

Thank you for your attention.  Are 
there any questions?



Contact Information

Guy Bonney
MGS, Inc.
10901 Trade Road
Suite BSuite B
Richmond, Virginia 23236
804-379-0230, Fax: 804-379-1299
www.mgsinc.com


